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Important Project of Common European Interest (IPCEI) Approved Important Projects of Common

European Interest (IPCEl)  pgaheee.s cowpemmon
Special EU framework that allows member states to provide mRWSOEowm o wm e
coordinated state aid for large-scale, cross-border industrial =

projects that are strategically important to Europe - in areas where
the market alone wouldn’t invest at the needed scale or speed. GRS " e

approved
(EUR billion)
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“Excluding the companies that participated in more than one IPCEI

 Ambitious R&D&I exceeding current state-of-the-art

* No market distortion N .
Commission approves up to €8.1 billion support
* Co-financing by beneficiaries by 14 Member States for an IPCEl in Microelectronics

and Communication Technologies (“IPCEI ME/CT”)
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» 14 Member States: mum b 4+ 1] ™= = )
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* Spill-over effect to the whole EU

Strategic Importance
» Contributes to key EU abjectives

* Projects must address key EU priorities like # Boosts breakthrough innovation : ;
) 0 p » 56 companies of all sizes [ ol 4
— green transition » Generates positive spill-over effects 6g research, development and first industrial
\}f‘.;,-..@;'-' deployment projects *
— technolo gica l leadershi P ® Ensures proportionate public /7| ¥ 30+ associated partners S
o , spending 2| i1 1
— or digital sovereignty ® Ensures fair competition b Aroune 600 tncdirect piistriers ail over Eirope

® Expected to unlock €13.7 billion of private investments
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Digital Sovereignty — The European Cloud Market
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European Cloud Revenues (EUR billion)
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European Cloud Provider Share of Local Market
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(laaS, PaaS, Hosted Private Cloud)
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1Source: https://www.srgresearch.com/articles/european-cloud-providers-double-in-size-but-lose-market-share
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IPCEI — Next Generation Cloud Infrastructure & Services (CIS)

Create a

‘Multi-Provider Cloud-Edge Continuum’
without being tied to a single provider.

3.5 113 12 4

billion euros projects by companies & research institutions EU countries
will be made available for projects across Europe are involved in IPCEI-CIS throughout Europe participate in the IPCEI-CIS




Tusopean
Correenbor

Commission approves up to €1.2 billion support by Wider IPCEI CIS Ecosystem

7 Member States for an IPCEl on Next Generation

" 4iG =  Arsys Internet =  Atende Industries == Atos 11  CloudFerro e
ClOUd |nfraStrUCture and SerV|Ces ( | PCE' CIS) Deutsche Telekom ™  E-Group ICT Software ==  Engineering Ingegneria Informatica 1
Fincantieri 11  Leaseweb Global == Oktawave == OpenNebula Systems = Orange 11
Workstream 3 Reply 1§ SAP ™  Siemens ™  Telefénica Espafia = TIM 11 Tiscali 11
Advanced smart data

Workstream 1 Workstream 2 Workstream 4

Advanced

Cloud-Edge Continuum Cloud-Edge
Infrastructure Capabilities

Indirect Partners

processing tools

and services Appiications

ADVA Optical Networking ™  Aecorsis =  Airbus Operations ™  Amadeus 11

- B .
Deutsche — Atos I l 4iG p— Siemens - Amiral Technologies #1  Amsterdam Internet Exchange =  Armadillo §8  Aspired =
Teleko'n = Bass sm BetterBe == BIT= Capital Energy Service =  CGI France 11
Orange ' ' E-Gro Fi tieri . l CNRS IRISA 11 CNRS LAAS CNRS UGA ERODS CNRS UT 3 IRIT SEPIA 18
Telefénica — ICT Software e N ' LU " '
Espafa SAP — Engineering DataVaccinator =  DATI Group = DB Netz ™  DE-CIX Management ™=
Tiscali Italia . I Ingegneria l l Deerns Nederland =  Diehl Aerospace ™  ¢-BO Enterprises B8 elevait ™ ENEA 11
Reply l l CloudF. In atica Engie Laborelec B8  Ericsson =®™=ax  Eurofiber Nederland =  Excellium Services =
erro = Fachhochschule Dortmund ™  Fondazione Bruno Kessler 11 Gdansk University of Tech wm
TlM l l Gigas Hosting &  H1 Systems == Hashnet sm i3dnet == Igea sm
oktawave Indra Soluciones Tecnolégicas de la Informacién =  Infobip ==  Info Support =
. Infrachain =  INRIA LILLE - Nord Europe #1 INRIA Nancy- GRAND EST 1§
Atende Industries I Institut Imagine B1 Internet Institute sm  lonos ™ |skra wm  itrust consulting =
— Kontron sm  Lacroix Electronics Cesson #1  Lacroix Sofrel #1  Limebird ==
mm syms L Lindner ™  Luxembourg House of Cybersecurity =  Mondragon Corporacién &=

Nederlandse Organisatx gep chappelijk onderzoek (TNO) =  N+P Informati st -
Arsys Internet 2 voor ik informationssysteme

Ningaloo 81 No Blue Screen System 11 Operator Chmury Krajowej ==  Phoenix Systems we

Leaseweb Global = Pro-bit sm Provenrun Bl  Proximus = Recog.Al = Result s= RHEA Group =
st Rheinmetall Technology Center ™  Robert Bosch ™  RYAX Technologies 1 1
- Secunet Security Networks ™= Stichting Nationale Beh ganisatie | Providers == SYSGO ==
Telemach wm  ThreeFold Tech#® Tilde==  United Biometrics#1  Universite Bretagne Sud 11
Universite Caen Basse N die 18 Universite de Lille 1§ Universite de Versailles Saind-Quentin-en-Yvelines I I

Universiteit Twente =  Universiteit van Amsterdam ==  University of Latvia (IMCS) =
Ventspils High Ventspils Technology Park =  WestfalenWIND IT ™  Zejn sm
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IPCEI-CIS and 8ra Initiative
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https://8ra.com

PUBLIC

8{‘ CLOUD-EDGE 8ra Community v IPCEI-CIS Projects News & Events Resources Contact

CONTINUUM

About the 8ra Initiative

Home > 8ra Community » About the 8ra Initiative

The 8ra Initiative is a strategic European endeavour dedicated to establishing a resilient, open
and future-proof digital infrastructure. At its core is the Important Project of Common Eu-
ropean Interest on Next Generation Cloud Infrastructure and Services (- IPCEI-CIS), bringing
together 12 EU member states and about 120 industrial and research partners to drive
Europe’s digital sovereignty.

Our mission

The 8ra Initiative lays the foundation for a decentralised, interoperable, and secure Multi-Provider Cloud-Edge
Continuum (MPCEC), ensuring seamless IT services across providers and national borders. By fostering open
source collaboration, interoperability, and technological independence, we enable European enterprises - espe-

* X %

* *
* *
* *

* 5k

Funded by
the European Union
NextGenerationEU

Supported by:

% Federal Ministry
> N for Economic Affairs
and Climate Action

on the basis of a decision
by the German Bundestag



Supported by:

% Federal Ministry
for Economic Affalrs
and Climate Action

Multi-Provider Cloud-Edge Continuum

the European Union byth ¢ German Bundes tg
NextGenerationEU

Ecosystem: Software Providers

Ecosystem: Infrastructure Providers 5

Edge Cloud

ON-DEVICE ON-PREMISE FAR EDGE NEAR EDGE REGIONALEDGE cLoup

()
Q »  m-p A Cell site 2 s c.::::' .:m
h ﬂ data centre

office

. “. ﬁt- Spckirds 5] [=:| (5
sim0 @ B =
Millions 100,000s 1,000s 100s 10s 10s <10s
8 p C LO U D . E D G E Typical distance <1 km 1-100 km 100-1000 km >1000 km
C O N T I N U U M Average latency 1 ms 2-5ms 10-20 ms >20 ms
Power range kW 20100 kW 100kW- 1MW 5-30 MW 50-100 MW
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SAP’s IPCEI-CIS Project Proposal
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&?) ApeiroRA | B

Frameworks

1=

Operating
System

Platform

| -
-

Infrastructure /
Hardware

SAP aims to develop a
reference for an open, flexible,
powerful, secure, and
compliant next generation
cloud-edge continuum. The
reference will be made
available as a straightaway
usable construction kit that
provides blueprints

and re-usable components for
central building blocks.

11



Build with Cloud Native. No Need to Re-invent the Wheel. ...

PPPPPP

The de-facto grass-roots cloud native
open standard with attached ecosystem

kubernetes
| |

\I/ Future Proof \I/

Distributed Systems APl Machinery

Beyond Containers “API for all of the Ecosystem”

12



... Initiate Co-Innovation (with a Leap of Faith)
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It started with Kubernetes-as-a-Service built for use at SAP
Initiated as outbound OSS Project as Leap of Faith

Project Gardener had no
own commercial intent! Cloud-Native Apps / SaaS-Solutions

I
Write Once, Run Anywhere (WORA)

bernetes-as-a-Service multi-provider, multi-region, multi-cluster WORA layer -

Infrastructure-as-a-Service Infrastructure-as-a-Service Infrastructure-as-a-Service

Hyperscalers Cloud providers & private data centers Edge servers & micro data centers

Data from
sensors &
devices




Enterprise hardened in the internal backbone of SAP’s BTP

supply chain agents

\
“e,‘worked, and sustainable

Supply chain
management

capital
management management
- QoudERy
Financial Customer
management experience

SAP Business
Data Cloud

SAP Business Technology Platform

I
Write Once, Run Anywhere (WORA)

|

netes-as-a-Service multi-provider, multi-region, multi-cluster WORA lay

PUBLIC 15
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Collaboration with STACKIT STACKIT: Einfach. Sicher. Stail
lhre Cloud-

EST/\CHT
{}
=

PROFESSIONAL SERVICE
& SUPPORT

Unser Support-Team steht lhnen zu Beginn unse-  Der Professional Service — ein engagiertes Team aus
rer Go-Live-Phase im Rahmen eines kostenlosen  Cloud-Experten — unterstitzt und berat Sie jederzeit
Serviceplans zur Verfugung und reagiert in einem zu allen Fragen rund um Migration, Zielarchitektur
zugesicherten Zeitfenster auf Ihre Anfragen. und Cloud Assessment und vieles mehr.

GENERELLE
VERFUGBARKEIT

UNSER ANGEBOT
— 99,9 %*

*pro Monat

API STACKIT Portal

Monitoring
Runtime

\ Q @ )) Queues Databases Operating Security Cloud Auditing
oJ[lo &Caches Systems Tools Foundry

’ Kubernetes Logging

PaaS
Metrics
Billing

7
anll H Compute Storage Network Backup
Support

laas

Knowledge
Hypervisor

Enterprise Hardware (ausschlieBlich in eigenen Rechenzentren)
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Collaboration
with DTAG

+1

Fe

[[{e])]
55.8457
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Open Sovereign Cloud

Open Sovereign Cloud
with confidential
computing

Digital sovereignty in data, operations, and
technology for a secure and private innovation

Experience the future of open-source cloud with
T-Systems Open Sovereign Cloud

Homepage > Solutions > Sovereign Cloud > Solutions > Open Sovereign Cloud

[©

i

Our Open Sovereign Cloud (OSC) with its cloud stack based entirely on

open source technology empowers our customers with full digital
sovereignty. It offers freedom from license costs and non-EU software
vendors. Geo-redundant data centers in Germany and confidential
computing keep your data secure. Compliance meets top standards,
including ISO 27001 and BSI C5S.

N
>



The European clouc Support All of Cleura
Adoption inthe EU

Cleura / Services / Cloud Features / Containers Cloud Features v Explore v

— Lightweight, fast and efficient containers

Container workloads have increased in popularity over several years, and for a good
reason. Running your workloads in a lightweight and containerized environment
increases isolation and makes operating the underlying layer of virtual servers, storage,
and networks easier.

ll I' FUGA cloud solutions Platform Services ¥ Pricing ~ Blog Company ¥ Partners Contact ~
2 - ' ' -

Enterprise Managed Kubernetes
) . OpenStack Magnum

EMK A i | Gardener

Kubernetes as a Service
Available in AMS and FRA regions, and soon in the rest of the EU.




Consulting: +49 2203 1045 3500 | Support: +49 2203

plusser‘\/er‘ 1045 3600 Downloads Company Career Login & v EN v Q
Ad 0 pt i 0 n i n t h e E U Why plusserver Cloud Services Managed Hosting  Security  Partner CConsuIting) (Support\
_/

> Overview > Features > References > Prices&more > FAQ

—>

CYSO@ Services v Platform v  Resources Pricing  Solutions v  Abo

Managed
Kubernetes ——

Simplify container management with our
secure, scalable, and high-availability oo ey receganrn
Enterprise Managed Kubernetes solution.

Kubernetes version
Plan a discovery call Deploy a cluster Baliohliny sl Uptione:
Choose cluster capacity
e e —
. CLOUD NATIVE .
COMPUTING FOUNDATION e rauason o ctborancs.
L SILVER MEMBER @ i €119.48/mo €0 17700h  _» s €206.98/m0 <0 30100M -
<';- EU GDPR
Vi 19
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Innovation down
to Bare Metal

PUBLIC

metalstack
cloud

The sovereign alternative to proprietary
clouds

Your infrastructure. Your
advantage.

With metalstack.cloud on premises, your data center becomes a @c I 0 U d ©
powerful private cloud. Our fully open-source all-in-one stack .
offers you maximum transparency and freedom - without vendor S e rVI Ces

lock-in. Thanks to elastic hardware and a fully automated basis,
you can operate Kubernetes clusters directly on bare metal,
scalably and efficiently.

MADE IN GERMANY

Included

& Preconfigured rack

==

For installation on your premises as a test installation

S_b Hardware

@ Configuration and maintenance

°%° Networking
Two times 1G for the servers, edge ready

Optional
Training concept for knowledge transfer

N

/

8 Server Nodes, 2 Leaf Switches, Management Switch, Edge Router

Bare-Metal-as-a-Service-API for the resources. Kubernetes-as-a-Service-
APl with an integration between the bare metal layer and Gardener

20



Adoption in the Software Ecosystem O codesphere

Managed Kubernetes
* Node health checks, provisioning, etc..
» Automated K8s Updates
= Very cheap Controlplane (save around 2k per month for 3 Clusters)

» Autoscaling

Support of several Cloudproviders (Equinix, Openstack, Google)
= Support for managed Kubernetes of Equinix

» Homogeneous cluster across all our providers

Fast support of new Kubernetes versions
OIDC Support (Gardener and the clusters)

— Even we as a small Team can operate multiple up-to-date clusters.




Adoption in the SaaS Ecosystem

“We use the plusserver Kubernetes engine for our cloud-native application
‘ownCloud Infinite Scale'. The PSKE provides us with sufficient performance
and the spontaneous scalability in Kubernetes that we need. Infinite Scale is
by nature a storage-intensive solution. Again, this requirement was met with

flexibility.”

Klaas Freitag
CTO owncloud
i®
4@,
OLUﬂLLOUd Products v Solutions v+ Community v

A Kiteworks Company

Resources v Partners v About Us ~ Get started

- Cloud Native Architecture

ownCloud Infinite Scale empowers organizations to build and scale
applications in dynamic environments, including public, private, and
hybrid clouds. With support for containers, microservices, and declarative
APIs, it enables seamless integration and efficient resource management.

PUBLIC



23|Technologies Home Blog Usecases 23REP  23KE  23MKS  Jobs DEIEN €

23KE Gardener Support Ecosystem

Enterprise-class Kubernetes Engine

23KE is an enterprise-class Kubernetes engine for industrial use
cases as well as cloud service providers. Its strength is its focus on
Kubernetes itself. It focuses on scalability, reliability, and self-
healing of Kubernetes clusters. No bloatware with tons of features
on top that only a few or no one needs and only exist for
themselves. This enables 23KE to achieve a high production
grade.

Based on the open source project Gardener it offers Kubernetes
Clusters as a Service at scale. With a lot out-of-the-box

A 4 .
functionalities for the daily operations routine of the Kubernetes CL. SO Serices Productsv Aboutv News Cy Bz Emergency Support
clusters.

Products > Kubernetes p Latest blog posts

Contact us via email to get further information about

ek Consulting > S3 Migration

\ +
< Clyso Enterprise Storage with Chorus

@ Ceph Upstream

Digital sovereignty layer model Kuberner®¥

Kubernetes ;
o Managed Kubernetes > How to Fix
und Kubernetes 1.31

Kubernetef Application Support >
Clyso Blog l

Support > Open Post >

Ebenen der In the document Digitale Souve

Digitalen Souveranitat W i ler by the De n Akade hul Clyso Multi Cloud Broker > Kubernetes Full System Analysis > i l Upgrade Issues
yso Blog
Europaisches Rechts- und Wertesystem : Te ften (a -h) the Gardener project, the ) 4L
- o o A . & Clyso Linux > Kubernetes Analyzer >
Softwaretechnologien of 23KE, is listed as a key building block in Gaia-X for the new Open Post >
Infrastructure as a Service layer in the digital sovereignty lay @ chorus >

model. All News >

Cost-Effective Kubernetes VVendor-Agnostic Environment

source: nttpe://

Save money with virtual machines and don't need With the virtual machine setup you can deploy
oversized bare-metal machines. clusters everywhere without vendor-locked api or
features.

Automatic updates Vanilla Kubernetes

Schedule automatic updates to benefit from the With Vanilla Kubernetes you get fast updates
latest security patches - easy and fast. without waiting for a dedicated vendor distribution
update.

PUBLIC



.PingCAP Home TiDBCloud TiDB Playground Forum ContactUs #

Docs H TiDB Cloud is a fully-managed Database-as-a-Service (DBaaS)
OCS nome
D B a a S a t S C a le Processing (HTAP) database, to your cloud. TiDB Cloud offers a

About TIDB Cloud ) applications, not the complexities of the databases. You can cre
Why TiDB Cloud Google Cloud and Amazon Web Services (AWS).
Architecture
High Availability
MySQL Compatibility

Roadmap Web Ul: TiDB Cloud console

Get Started > [ J o

Develop Applications

Blogs / 2020 / PingCAP's TiDB Cloud

PingCAP’s Experience in Implementing Their
Managed TiDB Service with Gardener S

Wednesday, May 27, 2020 Migrate or Import Data ’ App server

|

Manage Cluster Compute engine

© 7 minute read Explore Data

Data Service (Beta) Migrate data Smart qu
Gardener is showing successful collaboration with its growing community of contributors and adopters. With this
come some success stories, including PingCAP using Gardener to implement its managed service.

-
v‘ -
O
[
=~
o

Stream Data

About PingCAP and Its TiDB Cloud Security :‘ MySQL-compatible

%
-1
)
o
o
7]
&

PingCAP started in 2015, when three seasoned infrastructure engineers working at leading Internet companies got
sick and tired of the way databases were managed, scaled and maintained. Seeing no good solution on the market,

o s —_— - = a - - a
they decided to build their own - the open-source way. With the help of a first-class team and hundreds of contributors B““ng g —
from around the globe, PingCAP is building a distributed NewSQL, hybrid transactional and analytical processing Import data e e o 8
(HTAP) database. API N > . i
Its flagship project, TiDB, is a cloud-native distributed SQL database with MySQL compatibility, and one of the most - - -
popular open-source database projects - with 23.5K+ stars and 400+ contributors. Its sister »==* :
Native Interactive Landscape project. Integratlons Data files
PingCAP envisioned their managed TiDB service, known as TiDB Ref
to be compatible with different cloud providers. As a resul* eterence

‘~ud service offering.

FAQs N Recommended use cases

TiDB Cloud

Fully Managed TiDB as a Service

Release Notes

Maintenance Notification )
PUBLIC Building Apps Data hub



... and many more

Let’s replicate this co-innovation model
across the stack

PPPPPP



Shared, Open, and Immediate Usefulness via Co-Innovation
Apeiro is Open and carved out from and is intended for Production!

Cloud Native
Technology Platform

PPPPPP

e

agile

not purely academic

pragmatic research & development

collaborative and open-source

using de-facto cloud-native standards

Cloud-Edge Continuum

Use Cases

IPCEI-CIS
Participants
& EU Industry

Reference needs brownfield
entry points
&
neutral governance
to enable EU-wide adoption

26



Supported by:

% Federal Ministry
for Economic Affalrs
and Climate Action

Multi-Provider Cloud-Edge Continuum

the European Union byth ¢ German Bundes tg
NextGenerationEU

Ecosystem: Software Providers

Ecosystem: Infrastructure Providers 5

Edge Cloud
ON-DEVICE ON-PREMISE (( )) FAR EDGE NEAR EDGE REGIONALEDGE cLoup
S m=p C~ll site ; Contral data
Central n-country AR,
office data centre
— cCH
= o] |m::| (o]

+ = q ﬁj‘ Aggregation |
S0 & @ @ B HEE
8 p C LO U D * E D G E ?lllhons 100,000s 1,000s ﬁ o 10s 10s <108
CONTINUUM — — T

>20ms

Average latency 1 ms 2-5ms 10-20 ms
27
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Power range kW 20-100 kW 100kW- 1MW 5-30 MW 50-100 MW



Entry point 1: Kubernetes-aaS

Multi-Cloud Approach

= Portability Modern Containerized Service/Application

= De-facto standard

= Cloud-native
¢

Resilience in SW not HW

Atomic Primitive

= VM =>» Kubernetes

New Investments to enable MPCEC
= Easier Adoption Sr\ CLOUD-EDGE
CONTINUUM
= Day0-1-2

= Autonomous Cluster

= Edge Cluster

Multi Provider Cloud-Edge Continuum

PUBLIC 28



Entry point 2: SaaS

SaaS LCM
= Version Vectors
= Ring Deployments
= Feature Flagging
= Engineering culture
Investments for Edge
= E.g.w/ WASM
Data Fabric for Business Data
= Meta Data Exchange

= Data Products

PUBLIC

«

Progressive Deployment with Konfidence* (SaaS LCM)

-
-

8p CLOUD-EDGE
CONTINUUM

Multi Provider Cloud-Edge Continuum



Entry point 3: Order Interoperability between Providers

= Resource Order
Interoperability

= Re-use accepted standards
of cloud-native API

= Qrder Infrastructure as
Data/Config

= Enables Buy vs. Build

= P2P Contracts = Consortias

= (Optional) Marketplaces

PUBLIC

Platform Mesh @‘

TN

(- -\

teoiss | FCCIS

8(‘ %?\JU'?NELR% Internal Platform

DOME

(Distributed Open Marketplace for Europe)

Multi Provider Cloud-Edge Continuum

30



Entry point 4: Classic laaS

= OpenStackvariant (maybe
SCS conform)

= Heritage Workloads
= Standard HW Blueprints
= Bare metal Automation

= Easy Setup

= Reproducibility

= Operational Excellence

PUBLIC

CobaltCore

bare metal automation

8{\0 CLOUD-EDGE
CONTINUUM
Datacenter resources

Multi Provider Cloud-Edge Continuum

31



Entry point 5: Nextgen laaS

= Leapfrog cloud-native laaS

= Massive Simplification and
Automation

= “Microisthe new Mega”

= Cloud-native APIs down to
the Hardware

= Kubernetes powered GPU IronCore
support

bare metal automation

8{\0 CLOUD-EDGE
CONTINUUM

Datacenter resources

<X intelGaUDI

Multi Provider Cloud-Edge Continuum

PUBLIC
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Projects

= Cloud Native all the way

= Declarative API

= Unified abstraction layer via a
homogeneous APl model

= Extensibility

= (One cloud native skillset

= Same operations tooling
(kubectl, helm, kustomize)

= DevOps efficiency + “GitOps
ready”

open, sovereign

reference architecture

PUBLIC

o
O
c
g
o
&
O
O
©
c
@©
>
i
=
>
O
(&)
wn

Lifecycle Tooling

Platform Mesh

Data Fabric

Konfidence* @

Fe “

CobaltCore IronCore

Metal
%

Datacenterresources

33



Open needs Vendor Neutral Governance
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Apeiro Projects already contributed to NeoNephos.org

Gardener is a proven, scalable system that
simplifies Kubernetes cluster management across
multiple infrastructures, allowing developers to
focus less on cluster operations.

CobaltCore is a reimagined and opinionated

@ OpenStack distribution fully utilizing lIronCore. It
ensures backward compatibility for heritage
workloads.

& Garden Linux is a Debian GNU/Linux derivate that
x aims to provide small, auditable Linux images for
most cloud providers (e.g. AWS, Azure, GCP etc.)

and bare-metal machines.

IronCore integrates Kubernetes-based control planes

E for compute, storage and network with an OpenStack
laaS layers. Optimised for both virtualised and cloud-
native workloads including a container registry, smart
workload scheduling and an end user portal.

Open Component Model (OCM) provides a

standard for describing delivery artifacts that can be
accessed from many types of component
repositories.

Greenhouse is a cloud operations platform designed
@ to streamline and simplify the management of a
large-scale, distributed infrastructure.

)

7

%

,

)

A

@

Open Micro Frontend Platform enables the
dynamic integration of services into a unified
common interface experience via micro services.

Platform Mesh establishes interoperability
between multiple providers by building upon the
Kubernetes APl and resource model. Developers
and admins can discover, access, and order
services from various sources through kubectl.

Open Resource Discovery (ORD) is a protocol that
allows applications and services to self-describe their
exposed resources and capabilities.

Open Managed Control Plane (OpenMCP) enables
extensible Infrastructure- and Configuration-as-Data
capabilities as a Service.


https://github.com/cobaltcore-dev

Launch of NeoNephos NeoNephos o
Foundation @ KubeCon

London Ap ril 2. 2025 Build a sovereign cloud-edge continuum for Europe.
9 ’

T - -Systems+ B sTacuT

Wowokges CL','SO

NeoNephos o




NeoNephos Governance Structure

GOVERNING BOARD
Charter

(budget decisions)

NeoNephos

Technical Steering Committee Open Source Project
(technical project decisions) (e.g. Gardener)

Contributors

Committers

PUBLIC

Role

Contributor

Committer

Who They Are

Anyone submitting code, docs, or feedback
to the project

Trusted maintainer with technical
stewardship role

Write Access

X No

Yes

Typical Responsibilities

File issues, propose features, submit pull
requests

Review & merge PRs, maintain code, guide
development



) ApeiroRA | BT

PPPPPP

Platform Mesh

lIronCore

L1l



&) ApeirorA | ET” NeoNephos
L] Linux | europe

Y Q&A

PPPPPP



Thank you.

More Information (public) NeoNephos Foundation

Apeiro Reference Architecture

SAP Open Source Community community.sap.com/topics/open-source

SAP Open Source Landing page opensource.sap.com

Podcast “The Open Source Way”: podcast.opensap.info/open-source-way

Webinars featuring open source topics: go4.events.sap.com/ospo-webinar-

series/en_us/home.html

Contact E-Mail: ospo@sap.com

THE BEST RUN w


https://neonephos.org/
https://apeirora.eu/
https://community.sap.com/topics/open-source
https://community.sap.com/topics/open-source
https://community.sap.com/topics/open-source
https://www.sap.com/about/company/innovation/open-source.html
https://podcast.opensap.info/open-source-way/
https://podcast.opensap.info/open-source-way/
https://podcast.opensap.info/open-source-way/
https://podcast.opensap.info/open-source-way/
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